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Abstract
Communication delay is a major challenge for the accep-
tance of telepresence applications. It is particularly critical
when the user experiences the remote environment via a
Head-Mounted-Display. The lag between head motion and
display response results in motion sickness, indisposition,
and, at worst, abortion of the telepresence session. In this
paper, we propose a delay compensation approach for 3D
360◦ telepresence systems realized with a mechanically
actuated stereoscopic vision system. We further introduce
a novel metric to evaluate the achievable level of delay
compensation. We investigate state-of-the-art head motion
predictors and propose a novel probabilistic prediction
paradigm, which can half the mean prediction error and
improve the level of delay compensation by up to 26%. The
general validity of our approach is shown by means of two
independent real head motion datasets. The experimental
results verify that average compensation rates of more than
99% can be achieved for communication delays between
100-500ms.

1. Introduction

Telepresence systems allow users to immerse themselves
into a remote environment. The quality-of-experience
(QoE) is crucial for the acceptance of these types of sys-
tems. 3D perception of the remote scene is desirable as
it enhances the level of immersion compared to monocu-
lar views and in many cases also improves the task perfor-
mance. For this, a stereoscopic vision system needs to be
deployed to provide separate image content from different
vantage points for each eye. This allows for the percep-
tion and sensation of depth. Fig. 1 shows a telepresence
scenario, where the user is equipped with a Head-Mounted-
Display (HMD) at the local side and a robotic camera sys-
tem (e.g., a Pan-Tilt-Roll Unit (PTRU)) at the remote side
that follows the user’s head movement. In between is a
communication network that transmits the video and audio
signals. The communication network introduces unavoid-
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Figure 1: Overview of our experimental telepresence setup.
The user wears an HMD for an enhanced immersion into
the desired remote environment. The head motion of the
user is reflected by an actuated stereoscopic camera system
attached to a Pan-Tilt-Roll Unit in the remote location.

able delay that has negative implications on the QoE. If the
so-called motion-to-photon (M2P) latency, which describes
the amount of time that is required to fully reflect the user’s
motion and display it on the screen is higher than 20ms, the
user will experience visual discomfort. It is indispensable
that the user perceives its ego-motion to be consistent with
the sensory impressions from the visual system, the vestibu-
lar system, and the non-vestibular proprioceptors [21]. If
this premise is not met and the user’s expectation based on
prior experiences is not in accordance with these inputs, the
visual discomfort of the user will lead to motion sickness
and/or nausea [5, 16, 19]. The resulting deterioration of the
QoE provokes the discontinuation of the telepresence ses-
sion.
An intuitive solution to prevent the negative implications
of delay would be to use a 360◦ x 180◦ video acquisition
system. The immediate access to the complete visual rep-
resentation of the remote scene would allow the user to
gaze around keeping the M2P latency low. While record-
ing monoscopic full panorama videos is considered state-
of-the-art, the real-time acquisition of 3D panorama videos
still poses major challenges. Either catadioptric or multi-
camera approaches are used to approximate binocular vi-
sion for 360◦ [1–4, 6, 11, 15, 17, 23]. These systems are



usually bulky, expensive, and often not real-time capable.
They are computationally demanding and need to be pre-
cisely calibrated and positioned for correct stitching. The
stitching process is highly dependent on the features in the
image and is, hence, error prone. Distortions in the video
content are magnified by HMDs due to the small display-
to-eye distance and are, thus, even more critical. Besides
that, sending two complete monocular 360◦ videos requires
substantial communication capacity, even though large por-
tions of the imagery are not shown to the user.
In view of these facts, we decided to exploit the benefits
of an actuated stereoscopic camera system (e.g., a PTRU),
which is able to provide the user with a 360◦ x 180◦ stereo-
scopic visual impression. When the user rotates his/her
head, the current orientation data of the HMD is sent to the
remote side to mimic the head motion. Depending on the
network delay, it takes a certain amount of time to replicate
the head motion and send the updated image frames back to
the user. The accumulation of delays causes incongruities
between ego-motion and visual response. Simply using a
PTRU-based setup is, hence, not appropriate, as the intro-
duced M2P latency will provoke the user to suffer from mo-
tion sickness and/or nausea. The Delay Compensation Vi-
sion System (DCVS) proposed in [7] compensates the per-
ceivable latencies for horizontal (pan) motions by capturing
a larger field-of-view (fov) than actually displayed. The re-
sulting image buffer is used for local delay compensation.
In this paper, we extend this approach to 3 dimensions and
compensate for joint pan, tilt, and roll rotations. We use
equidistant fisheye cameras for a larger fov. The so-called
3D compensation rate is presented as a novel metric to de-
scribe the achievable level of delay compensation. To fur-
ther improve the delay compensation, we investigate com-
monly used head motion predictors. A probability-based
prediction strategy is additionally proposed, which can be
applied to existing methods and shows substantial improve-
ment.
Our contributions can be summarized as follows:

� We extend the delay compensation approach in [7] for
pan, tilt, and roll rotations and introduce in this con-
text the so-called 3D compensation rate as a qualitative
measure to evaluate the level of latency compensation.
We show its superior performance in contrast to the
naive approach, where no compensation is applied.

� We equip the camera setup with equidistant fisheye
cameras to increase the image buffer, and hence the
achievable level of compensation.

� Additionally, we investigate different head motion
prediction methods and propose a novel prediction
paradigm based on a probabilistic error model. We val-
idate our approach by means of two real and indepen-
dent head motion datasets to prove its general validity.

2. Related Work

Sending the whole 360◦ visual representation of the
scene would allow the user to freely rotate his/her head to
keep the M2P latency low. Beside the fact that the omnis-
tereoscopic real-time acquisition of full panorama videos
is still an open research topic [11, 23], these systems also
entail certain disadvantages [7]. Some of them were previ-
ously discussed in Section 1. Deploying the smallest pos-
sible number of 2 cameras in combination with a mechan-
ically actuated element provides instead a lean, low-cost,
and real-time capable system. In contrast to available 3D
360◦ acquisition systems, where the 3D perception is lim-
ited to certain dominant directions, such an approach allows
for 3D perception in every viewing direction [1–4,6,15,17].
These systems are also characterized by a flexible stereo-
scopic budget, that is, the inter-ocular distance can easily
be adapted to each user.
Simply using a stereoscopic PTRU, however, is not suffi-
cient. The present total delay, which is an accumulation of
various contributing latencies (see Section 3), has a great
(negative) impact on the QoE. If the M2P is too high and
the head is turned, the screen will first stay static or frozen,
until the motion is eventually reflected. The QoE is thereby
highly dependent on the underlying control or prediction
method. Applying, however, a compensation approach al-
lows for certain error tolerance and improves the visual
comfort.
Former prediction approaches aimed to compensate espe-
cially the local lag between head motion and display re-
sponse. Such local latencies originate from the time needed
for tracking the head and rendering the imagery onto the
HMD [8, 12–14, 18, 22]. Even nowadays, it may take more
than 20ms to render image content onto the HMD [9]. That
is why those prediction techniques usually aimed to com-
pensate delays in the range of 10-100ms. There are typi-
cally two standard practices. One comprises the consider-
ation of past values and subsequently fitting a (weighted)
first-order linear function. The second way is to integrate
filters like the (Extended) Kalman Filter or Particle Filter
to first obtain a better state estimate and use a polynominal
function for extrapolation. We tested both techniques and
show their limitations especially for large prediction times.
To counteract this, we propose a probabilistic error model
that can half the errors of existing prediction methods and
increase thereby the delay compensation by 26%.

3. 1D Delay Compensation

In the following section, we will briefly recapitulate the
concept behind the DCVS proposed in [7]. The consid-
ered telepresence scenario comprises a user equipped with
an HMD, a stereoscopic vision system on the remote side,
and a communication network in between. In [7], a stereo



camera system mounted on a Pan-Tilt-Unit is used to follow
the user’s head motion. The main objective was to compen-
sate the overall aggregated delay ttotal for the rotation in
horizontal direction. During a global operating cycle rang-
ing from the head movement of the user to the telepresence
camera setup and back again involves several delays that
contribute to the total latency � [7]:

� = ttotal = ts + tm + tc + tp + tr + 2 � tn: (1)

ts is determined by the sampling rate of the orientation sen-
sor in the HMD. tm reflects the mechanical delay of the ac-
tuators and the deployed hardware setup. tc = 1

fc
is defined

by the available camera frame rate. The processing delay
tp conveys the required time for rectifying, encoding, and
processing the captured imagery. The time that is needed to
extract the received frames, decode them, and render them
to the HMD is summarized by the rendering delay tr. A cru-
cial portion of the latency is given by the network delay tn.
In general, the total latency � = tintr + trtt can be divided
into the round trip network delay trtt, which is assumed to
be approximately 2 �tn, and the intrinsic delay tintr. tintr is
determined by the system’s characteristics and is inherently
given.
The key concept of the DCVS is to capture more imagery
than actually shown to the user. The field-of-view of the
user (fovh) is thereby a subset of the camera’s field-of-view
(fovc): fovh � fovc. The remaining image content

bhori = 1
2 (fovhori

c � fovhori
h ) (2)

can be used for local delay compensation. When the user
changes his/her viewing direction, the residual imagery b
can be leveraged to locally adapt the view orientation with-
out noticing the present latency until the updated frame
arrives. In this way, the user’s perception of ego-motion
can match the sensory inputs from the visual system, the
vestibular system, and the non-vestibular proprioceptors
mitigating the effect of cyber sickness [16].
The level of compensation is thereby dependent on the time
tcomp it takes to turn through the provided buffer b for a
given (horizontal) head velocity �̇hori

h [7]:

tcomp =
bhori

�̇hori
h

=
fovhori

c � fovhori
h

2 � �̇hori
h

: (3)

Hence, a full compensation can be guaranteed as long as
tcomp � � . Subject to this condition the roundtrip network
delay that can be fully compensated can be estimated as fol-
lows

trtt � 2 � tn �
fovhori

c � fovhori
h

2 � �̇hori
h

� tintr: (4)

Along with the provided fovc and the present communi-
cation delay trtt, the current angular head velocity �̇horih

of the user strongly affects the achievable delay compensa-
tion. The compensation rate c 2 [0; 1] describes the amount
of compensation where c = 1 is equivalent to full (100%)
compensation [7]

c(�̇hori
h ; trtt) =

1
2 (fovhori

h + fovhori
c )� �̇hori

h � (trtt + tintr)

fovhori
h

:

(5)
4. 3D Delay Compensation

In [7], a stereo camera system mounted on a Pan-Tilt-
Unit (PTU) was used to prove the concept behind DCVS.
The compensation was, however, only tested for the hori-
zontal, so the yaw or pan, rotation. In our work, we add an-
other degree-of-freedom (DoF) – the roll rotation – and ap-
ply a combined compensation for all three DoFs. Our telep-
resence setup with its 3-DoF Pan-Tilt-Roll-Unit (PTRU)-
based binocular camera system is shown in Fig. 1. From
Eq. 5 it can be inferred that a greater fovc facilitates a larger
buffer and would, hence, yield a higher overall compensa-
tion rate. There is, however, a trade-off between the level
of compensation and the perceivable depth. As a result, we
decided to increase the buffer size by equipping the cam-
eras with fisheye lenses. In the following, we will describe
the extension of the DCVS concept to 3 DoFs and provide
a detailed system description.

4.1. Three Dimensional Rotation Description

We denote the angular rotation around the x-axis with �
(pitch, tilt) and around the y-axis with � (yaw, pan) (see also
Fig. 4). The expressions for yaw and pan as well as tilt and
pitch are considered to be identical and are interchanged
throughout this work.
The overall rotation matrix R 2 R3×3 is expressed as the
product of the individual rotations for roll (R ), pitch (R�),
and yaw (R�)

R = R �R� �R�; (6)

where the pan and tilt rotations correspond to the orientation
around their respective axes

R� =

24 cos(��) 0 sin(��)
0 1 0

� sin(��) 0 cos(��)

35 ; (7)

R� =

241 0 0
0 cos(��) � sin(��)
0 sin(��) cos(��)

35 : (8)

The present angular deviation between the head orientations
and the PTRU orientation is expressed as � = j h �  cj,
�� = j�h � �cj, and �� = j�h � �cj. In contrast to the yaw
and pitch rotation, we assume the head’s roll rotation R to
be around the optical axis instead of the z-axis. The optical
axis can change dynamically and can be any arbitrary axis



through the origin. The direction vector of the optical axis~v
is thereby dependent on the present pan and tilt orientation
and the focal lengthf

~v =

2

4
vx

vy

vz

3

5 = R � � R � �

2

4
0
0
f

3

5 : (9)

By considering the rotation of an arbitrary vector~x around
the view direction vector~v by the amount of�  , the rota-
tion matrix for the roll orientationR  can be computed as
follows [20]

R  � ~x = [cos(�  ) + (1 � cos(�  )) �
~v 
 ~v
j~vj2

+

+
sin(�  )

j~vj
� [~v]� ] � ~x ;

(10)

R  =
2

6
4

k1v2
x + k2 k1vx vy � k3vz k1vx vz + k3vy

k1vx vy + k3vz k1v2
y + k2 k1vy vz � k3vx

k1vx vz � k3vy k1vy vz + k3vx k1v2
z + k2

3

7
5 ;

(11)
with k1 = 1� cos( �  )

j~v j2 , k2 = cos(�  ), andk3 = sin( �  )
j~v j .

4.2. Three Dimensional Compensation

The images captured with a �sheye camera provide a
largerfov c and, thus, more residual imagery for local com-
pensation. In [7], the compensation ratecwas de�ned as the
ratio of available image content and the horizontalfov hori

h
of the imagery that is shown to the user. Following the con-
ventions from [7], we propose the 3D compensation rate
crpy for a combined roll, pitch, and yaw orientation

crpy =
area(� )
lhori
h � lvert

h

: (12)

lhori
h andlvert

h represent the width and height of the HMD's
image plane and are computed as follows

lhori
h = 2 � f � tan

 
fov hori

h

2

!

; lvert
h = 2 � f � tan

 
fov vert

h

2

!

:

(13)
The general concept of the delay compensation approach is
depicted in Fig. 2. While the image plane of the HMDI h is
considered as a 2D plane in the 3D space, which is equiva-
lent to the one of a perspective camera, the image surface of
a camera equipped with an equidistant �sheye lens is hemi-
spherical. The radius of the hemispherical surface is equiva-
lent to the focal lengthf of the �sh-eye camera. Depending
on the user's view orientation, we map the requested hemi-
spherical image portion onto the HMD's 2D image plane to
simultaneously rectify the imagery before displaying it on

Figure 2: Three dimensional delay compensation approach
for equidistant �sheye cameras. We present a numerical de-
scription of the underlying system and illustrate the case
where partial image content is available for visualization.

the HMD. The area of the available recti�ed image content
from the �sheye camera for the present view orientation of
the user is denoted asarea(� ). � corresponds to the set of
all available image points~� i 2 � .
To calculate the overlapping area, we �rst determine the po-
sition of the corner pointsP c = [ ~p00; ~p01; ~p10; ~p11] of the
image planeI h

~p00 = R �

2

6
4

� lhori
h =2

lvert
h =2

f

3

7
5 ; ~p01 = R �

2

6
4

lhori
h =2
lvert
h =2

f

3

7
5 ; (14)

~p10 = R �

2

6
4

� lhori
h =2

� lvert
h =2
f

3

7
5 ; ~p11 = R �

2

6
4

lhori
h =2

� lvert
h =2
f

3

7
5 : (15)

We introduce the auxiliary measureh as a function of the
camera'sfov hori

c to describe the permitted height of an arbi-
trary image point~pi 2 I h to be in�

h
�

~pi ; fov hori
c

�
= j~pi j � cos

 
fov hori

c

2

!

: (16)

For a better understanding, the derivation ofh is illustrated
in Fig. 3 (left). Any image point~pi is considered to be in
the set� as long as the following condition is met

� [ f ~pi g 8~pi 2 I h () pz;i � h
�

~pi ; fov hori
c

�
: (17)

Depending on the images' resolution the amount of pixels
can increase signi�cantly. To avoid iterating over all image
points, we compute thearea(� ) by determining the set of
respective corner and edge points� E . We �rst use Eq. 17
to check if the four corner points~pm 2 P c 8m = 1 :::4 of



Figure 3: Left: Permitted minimum heighth(~pi ; fov hori
c ) of an arbitrary image point~pi 2 I h to be in� . Right: Transforma-

tion of the set� E into the center of the xy-plane to ease the computation ofarea(� ) with the integral over(t � b).

I h are in � and add them to� E if satis�ed. If j� E j =
0 (or 1), we can conclude a zero (or full) compensation.
Otherwise, we compute the edge points and construct a line

g : ~xij = ~pi + � (~pj � ~pi ); (18)

with ~pi and ~pj being opposite points each between two
neighbouring corner points. For� 2 [0; 1], g returns a point
on the respective line segment throughI h . We then iterate
this line from the left edge to the right. For a point to be an
edge point we formulate the following condition

xz;ij
!= h(~xij ; fov hori

c );

pz;i + � (pz;j � pz;i ) != h(~pi + � (~pj � ~pi ); fov hori
c ):

(19)

We compute� by means of the Newton Raphson algorithm.
If � 2 [0; 1], ~xij is considered to be an edge point and added
to set� E (� E [ f ~xij g).
After complementing the set of edge points, we transform
the set� E into the center of the xy-plane to ease the com-
putation ofarea(� )

� xy
E = R T � (� E � ~v); (20)

whereR is the orthogonal (R � 1 = R T ) rotation matrix
from Eq. 6. The resulting transformation of the polygon
is shown in Fig. 3 (right). The area of� is calculated by
integrating over� . We therefore de�ne auxiliary top and
bottom border curvest andb, which enclose� in the range
from xmin to xmax. The correct points to be assigned tot
andb are calculated from the set� xy

E . Finally, the area of
� can be computed as follows

area(� ) =
Z x max

x min

(t � b) dx; (21)

with xmin andxmax being the bounds of integration

xmin = f x 2 R j minf px;i g; 8~pi = ( px;i ; py;i )T 2 � xy
E g;

xmax = f x 2 R j maxf px;i g; 8~pi = ( px;i ; py;i )T 2 � xy
E g:
(22)

5. Head Motion Prediction

In Section 7, we demonstrate the performance of the 3D
compensation approach. To further enhance the compen-
sation effect, we propose a novel head motion prediction
strategy based on a probabilistic error model.
The core idea behind our approach is to take an arbitrary
predictor~� t + � as baseline and weight it with its probability
to be at that position. For this purpose, we use the real head
motion dataset from [7] to determine the error distribution
at every time instance. We assumed a Gaussian distribution
and �tted the probability density function accordingly. We
trained the mean� (� ) and standard deviation� (� ) for all
delays� 2 [0:1; 2s]. This was done for all 3 DoF's with
~� = [ �; �;  ]T . The resulting solution space for� (� ) and
� (� ) as a function of the delay� is de�ned as

� (� ) = � � � + �;

� (� ) = � � ln( � + � ) + #;
(23)

with � , � , � , � , and# being empirically determined param-
eters. The error probability density function can, thus, be
expressed as

~P
�

� ~�; �
�

=
1

p
2� � � (� )2

� exp

 

�
( � ~� � � (� ))2

2 � � (� )2

!

;

(24)
with � ~� = [ � �; � �; �  ]T . The resulting probabilistic pre-
diction for ~� pred

t + � after the latency� can then be speci�ed as

~� pred
t + � = ~� t + ~P

�
(~� t + � � ~� t ); �

�
� (~� t + � � ~� t ): (25)

The initial predictor~� t + � can be any desired forcasting
method (e.g., Linear Regression (LR) or a Kalman Filter
(KF)). In our system, we use the Kalman Filter for a proper
state estimation. With this state estimate at hand, we
apply a constant acceleration motion model (CAMM) to
extrapolate the orientation at timet + �




